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Moore’s Law

Goordon Moore (1929 – 2023)
2

Prof. Carver Mead popularized the phrase
„Moore’s Law”
„Moore's law is the observation that the
number of transistors in an integrated circuit (IC)
doubles about every two year”
Several factors contributing to this exponential
behavior (1975 IEEE International Electron
Devices Meeting)

Metal-oxide semiconductor (MOS) technology
The exponential rate of increase in die sizes
coupled with a decrease in defective densities
Finer minimum dimension

Source: https://en.wikipedia.org/wiki/Gordon_Moore

https://en.wikipedia.org/wiki/Gordon_Moore
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Carver Mead popularized the phrase „Moore’s Law”

Sursa: https://en.wikipedia.org/wiki/Moore%27s_law

https://en.wikipedia.org/wiki/Moore's_law


Beyond Moore’s Law
❑New challenges in semiconductor industry – multiple constraints in advanced chip design

❑ Power limitations

❑ Thermal limitations

❑ Limited Instructions Per Clock (IPC) gains in new generations of processors

❑Industry trends
❑ Multicore designs

❑ Wide use of accelerators

❑Wafer costs for each new technology node are rising
❑ Monolithic designs are prohibitively expensive

❑ Lower yields inherent to large chips

❑Reticle limit for future High-NA (Numerical Aperture) Extreme Ultraviolet (EUV) Lithography will be halved
❑ 856mm2 -> 429mm2 due to the use of an amorphous lens array1

41: https://en.wikichip.org/wiki/mask

https://en.wikichip.org/wiki/mask


CELL Broadband Engine (2006) - Heterogeneous Multicore 

❑ Power Processor Element (PPE) for control tasks

❑ Synergistic Processor Elements (SPE) for data-intensive processing

5
Source: https://commons.wikimedia.org/wiki/File:CELL_BE_processor_PS3_board.jpg

https://www.realworldtech.com/cell-shrink/3/

https://commons.wikimedia.org/wiki/File:CELL_BE_processor_PS3_board.jpg
https://www.realworldtech.com/cell-shrink/3/


Solution – Advanced packaging - Chiplet technology
❑ ”Chiplet technology is a microelectronics design and manufacturing approach where multiple smaller dies or

chiplets are combined into a single package, with each of chiplets performing a specific function.”1

❑Multiple chiplets – connected to form a SoC-like solution
❑ Disaggregate large designs

❑ Avoid the silicon reticle size limitation

❑Multiple advantages when using chiplets
❑ Flexibility

❑ Scalability

❑ Cost savings – off-the-shelf chiplets

❑ Mixing functions from different process nodes

6Source: 1: Anachronix Chiplet Linked Webinar 2023
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Chiplets Motivation



Chiplets Motivation

8Source: https://www.tomshardware.com/news/amd-rdna-3-gpu-architecture-deep-dive-the-ryzen-moment-for-gpus

https://www.tomshardware.com/news/amd-rdna-3-gpu-architecture-deep-dive-the-ryzen-moment-for-gpus


Moore’s Law Keeps Slowing

9Source: IEEE ISSCC 2022



Slowing of Moore’s Law + Increasing Cost

10
Source: www.techpowerup.com/287291/amd-announces-ambitious-goal-to-increase-energy-efficiency-of-processors-running-ai-training-and-high-performance-computing-

applications-30x-by-2025 (Sep 29th 2021)

http://www.techpowerup.com/287291/amd-announces-ambitious-goal-to-increase-energy-efficiency-of-processors-running-ai-training-and-high-performance-computing-applications-30x-by-2025


Application-Specific optimization, Modular design: chiplets + 3D Stacking

11
Source: www.techpowerup.com/287291/amd-announces-ambitious-goal-to-increase-energy-efficiency-of-processors-running-ai-training-and-high-performance-computing-

applications-30x-by-2025 (Sep 29th 2021)

http://www.techpowerup.com/287291/amd-announces-ambitious-goal-to-increase-energy-efficiency-of-processors-running-ai-training-and-high-performance-computing-applications-30x-by-2025
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Chiplet Technology



Chiplet Technology and Heterogeneous Integration

13Source: Cadence: Chiplets and Heterogeneous Packaging Are Changing System Design and Analysis

❑Transition from layout of 
laminate substrates to silicon 
substrate

❑Electrical and thermal analysis 
challenges

❑Multi-chip Modules (MCM) date 
back to the 1960s

❑Sytem in Package (SiP) began to 
replace the term MCM in the 
late 1990s

❑2.5D IC packaging - Silicon 
substrates – high density, using
through-silicon vias (TSVs)



Chiplet Technology Challenges

14Source: 1: Cadence: Chiplets and Heterogeneous Packaging Are Changing System Design and Analysis



Chiplets Heterogeneous Integration (HI)

15Source: 1: Cadence: Chiplets and Heterogeneous Packaging Are Changing System Design and Analysis

❑Similar to designing a small PCB

❑Each chiplet built with a common/known communication
interface
❑ PCIe
❑ HBM
❑ AIB

❑Lower development cost – modular integration

❑Lower manufacturing costs – purchasing known-good die (KGD)

❑Cost advantage – volume manufacturing when reusing the same
chiplets in many designs

❑Many vendors exploring this space
❑ Intel CO-EMIB – EMIB + Foveros in the same package
❑ Intel Omni-Directional Interconnect (ODI) – horizontal communication

(similar to EMIB) or vertically using TSVs (similar to Foveros)
❑ TSMC’s Chip-on-Wafer-on-Substrate (CoWoS)



Advanced Packaging Technology Evolution

16Source: 1: Cadence: Chiplets and Heterogeneous Packaging Are Changing System Design and Analysis



Industry Shift Towards Multi-Die SoCs

17
Source: https://www.synopsys.com/designware-ip/technical-bulletin/ucie-multi-die-socs.html

Synopsys Multi-Die SoCs Gaining Strength with Introduction of UCIe

❑Shift fueled by several converging trends
❑ Some SoCs – too big for manufacturability

❑ Some SoCs require different process nodes for optimal cost/perf

❑ Desire for enhanced product scalability and composability

❑Lack of design ecosystem – pause/postpone multi-die projects

❑Early adopters developed proprietary die-to-die interfaces
❑ Limits the ability to assemble dies from different verndors

❑Solution: standardized die-to-die interconnects
❑ Optical Interface Forum (OIF) – The XSR and USR physical layer specifications optimized for die-to-die connectivity

❑ Chips Alliance –The AIB specification which was originally introduced by Intel

❑ Open Compute Platform (OCP) –The OpenHBI and Bunch-of-Wires (BOW) specifications optimized for different use cases

❑ Unified Chiplet Interconnect Express (UCIe) –A comprehensive die-to-die interconnect specification covering multiple use
cases and a complete protocol stack

https://www.synopsys.com/designware-ip/technical-bulletin/ucie-multi-die-socs.html


Die-to-die interconnect standards

18
Source: https://www.synopsys.com/designware-ip/technical-bulletin/ucie-multi-die-socs.html

Synopsys Multi-Die SoCs Gaining Strength with Introduction of UCIe

https://www.synopsys.com/designware-ip/technical-bulletin/ucie-multi-die-socs.html


UCIe: Companies Join Forces – standardized die-to-die interconnect

19
Source: https://www.synopsys.com/designware-ip/technical-bulletin/ucie-multi-die-socs.html

Synopsys Multi-Die SoCs Gaining Strength with Introduction of UCIe

https://www.synopsys.com/designware-ip/technical-bulletin/ucie-multi-die-socs.html


UCIe: a Complete Stack for Die-to-die interconnect

20
Source: https://www.synopsys.com/designware-ip/technical-bulletin/ucie-multi-die-socs.html

Synopsys Multi-Die SoCs Gaining Strength with Introduction of UCIe

❑Supports data rates from 8Gbps/pin 16Gbps/pin
❑ Expected to support 32GBps/pin

❑Supports all types of package technology
❑ UCIe for advanced packages (silicon interposer, silicon bridge or RDL fanout)

❑ UCIe for standard packages (organic substrate or laminate)

❑ Both options share the same architecture and protocols

❑ Very competitive performance advantages to multi-die SoC designers
❑ High energy efficiency (pJ/b)

❑ High edge usage efficiency (Tbps/mm)

❑ Low latency (ns)

❑ UCIe – compelling roadmap
❑ Higher data rates

❑ New protocols

❑ 3d packaging

❑ Security

❑ Testability

https://www.synopsys.com/designware-ip/technical-bulletin/ucie-multi-die-socs.html
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Brief History of Multi Chip Modules



Intel Pentium Pro Multi-Chip Module (MCM) (1995)
Pentium Pro is packaged in Multi-Chip Module (MCM) – “on package cache”

❑ Separate L2 die in the package, same speed as CPU core

❑ The dies are connected to the package using conventional wire bonding

❑ Up to two 512KB cache dies

❑ 0.35 μm to 0.50 μm

22
Source: https://en.wikipedia.org/wiki/Pentium_Pro#/media/File:Ppro512K.jpg

https://en.wikipedia.org/wiki/Pentium_Pro#/media/File:Pentiumpro_moshen.jpg

https://en.wikipedia.org/wiki/Pentium_Pro#/media/File:Ppro512K.jpg
https://en.wikipedia.org/wiki/Pentium_Pro#/media/File:Pentiumpro_moshen.jpg


Cray X1 (2003)

8-chip Multi-Chip Module (MCM)

❑ 4 processor chips

❑ 4 custom streaming cache chips

23

Source: CPU Galaxy - CRAY X1 Multi Chip Module - Monster CPU with 8 Cores – Teardown, Feb 18, 2023 https://www.youtube.com/watch?v=QdtcJTIcqDE
https://www.craysupercomputers.com/downloads/CrayX1/CrayX1E_Datasheet.pdf

https://www.youtube.com/watch?v=QdtcJTIcqDE
https://www.craysupercomputers.com/downloads/CrayX1/CrayX1E_Datasheet.pdf


Intel Pentium D Presler (2006)

Presler Pentium D 900 series used a Multi-Chip Module (MCM)

❑ Two single-core dies placed on the same substrate

❑ Each die could be sold as a Pentium 4 CPU

❑ Reduced cost due to higher yields

❑ 65nm, 162 mm2 for both cores

24
Source: https://www.hardwarezone.com.sg/m/feature-intels-pentium-xe-965-and-955-processors/presler-core

https://en.wikipedia.org/wiki/Pentium_D

Smithfield Pentium D 800 series had a single die with two cores

❑ Two single-core dies placed on the same substrate

❑ Reduced cache available to each core

❑ 90nm, 206 mm2

https://www.hardwarezone.com.sg/m/feature-intels-pentium-xe-965-and-955-processors/presler-core
https://en.wikipedia.org/wiki/Pentium_D
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AMD Zen Embraces Chiplets, 3D Vcache



AMD EPYC Naples (2017)
❑ Four 14nm compute dies, each with 8 cores

❑ Each die connected directly to the others via Infinity Fabric

26

Source: https://www.techpowerup.com/233381/amd-announces-high-performance-computing-platform-naples-is-epyc
https://en.wikipedia.org/wiki/Epyc

https://www.anandtech.com/show/11551/amds-future-in-servers-new-7000-series-cpus-launched-and-epyc-analysis/2

https://www.techpowerup.com/233381/amd-announces-high-performance-computing-platform-naples-is-epyc
https://en.wikipedia.org/wiki/Epyc
https://www.anandtech.com/show/11551/amds-future-in-servers-new-7000-series-cpus-launched-and-epyc-analysis/2


AMD 2nd Generation EPYC Rome (2019)
2nd gen. EPYC with Zen2 architecture

❑ 9 7m dies

❑ 8 7nm Complex Core Die (CCD) chiplets, 8 cores each

❑ A 14nm IO die

❑ Connected via second-gen infinity fabric

27
Source: https://www.hpcwire.com/2019/08/08/amd-launches-epyc-rome-first-7nm-cpu/

https://www.hpcwire.com/2019/08/08/amd-launches-epyc-rome-first-7nm-cpu/


AMD Zen2 Rome Chiplets

28Source: IEEE ISSCC 2020 AMD Chiplet Architecture for High-Performance Server and Desktop Products



AMD Zen2 Cost-performance scalability

29Source: IEEE ISSCC 2020 AMD Chiplet Architecture for High-Performance Server and Desktop Products



AMD Zen2 Infinity On-Package (IFOP) SerDes Architecture

30Source: IEEE ISSCC 2020 AMD Chiplet Architecture for High-Performance Server and Desktop Products



AMD Zen2 Infinity On-Package (IFOP) SerDes Architecture

31Source: IEEE ISSCC 2020 AMD Chiplet Architecture for High-Performance Server and Desktop Products



AMD Naples vs. Rome

32Source: IEEE ISSCC 2020 AMD Chiplet Architecture for High-Performance Server and Desktop Products



AMD Zen4 line-up

33Source: IEEE ISSCC 2023



AMD Ryzen Zen4 IO die

34Source: IEEE ISSCC 2023



2.5D chiplets, 3D chiplets

35Source: IEEE ISSCC 2022



AMD Ryzen Zen3 3D V-cache

36Source: IEEE ISSCC 2022



AMD Ryzen Zen3 3D V-cache

37Source: IEEE ISSCC 2022



AMD 3D V-cache Interface

38Source: IEEE ISSCC 2022



AMD 3D V-cache Interface

39Source: IEEE ISSCC 2022



AMD 3D V-cache Interface

40Source: IEEE ISSCC 2022



AMD Hybrid-Bonded 64MB Stacked Cache

41Source: IEEE ISSCC 2022



AMD 64MB Stacked Cache Performance

42Source: IEEE ISSCC 2022
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Intel Tiles with EMIB and Foveros



Intel Lakefield (2020): Foveros Die Interface (FDI) die stacking

44Source: ISSCC 2020 Lakefield and Mobility Compute: A 3D Stacked 10nm and 22FFL Hybrid Processor System in 12×12mm2, 1mm Package-on-Package



Intel Lakefield (2020): Foveros Die Interface (FDI) die stacking

45Source: ISSCC 2020 Lakefield and Mobility Compute: A 3D Stacked 10nm and 22FFL Hybrid Processor System in 12×12mm2, 1mm Package-on-Package



Intel Sapphire Rapids – Multi-Tile Design 

46Source: https://hc33.hotchips.org/assets/program/conference/day1/HC2021.C1.4%20Intel%20Arijit.pdf



Intel Sapphire Rapids (2023)

Sapphire Rapids Accelerators

❑ Intel QuickAssist Technology (QAT)
❑ Faster compression and encryption

❑ Intel Dynamic Load Balancer (DLB)
❑ Load balancing

❑ Queue management

❑ Packer prioritization

❑ In-Memory Analytics Accelerator (IAA)
❑ In-memory databases

❑ Big data analytics

❑ Data Streaming Accelerator (DSA)
❑ High performance data copy and transformation

47Source: https://www.intel.com/content/www/us/en/newsroom/news/innovation-artificial-intelligence-news.html

https://www.intel.com/content/www/us/en/newsroom/news/innovation-artificial-intelligence-news.html


Intel Sapphire Rapids (2023)

48Source: www.servethehome.com/4th-gen-intel-xeon-scalable-sapphire-rapids-leaps-forward/4th-gen-intel-xeon-scalable-sapphire-rapids-acceleration-engines-enablement/



Intel Sapphire Rapids (2023)

49Source: www.servethehome.com/4th-gen-intel-xeon-scalable-sapphire-rapids-leaps-forward/4th-gen-intel-xeon-scalable-sapphire-rapids-acceleration-engines-enablement/



Intel Sapphire Rapids – EMIB

50Source: ISSCC 2022 Sapphire Rapids: The Next-Generation Intel Xeon Scalable Processor



Intel Sapphire Rapids Multi-Die Fabric (MDF) IO

51Source: ISSCC 2022 Sapphire Rapids: The Next-Generation Intel Xeon Scalable Processor



Intel Sapphire Rapids Cross-die timing model

52Source: ISSCC 2022 Sapphire Rapids: The Next-Generation Intel Xeon Scalable Processor
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Chiplets-augmented GPUs



AMD RDNA3 – Chiplets for GPUs

54Source: https://www.tomshardware.com/news/amd-rdna-3-gpu-architecture-deep-dive-the-ryzen-moment-for-gpus

https://www.tomshardware.com/news/amd-rdna-3-gpu-architecture-deep-dive-the-ryzen-moment-for-gpus


AMD RDNA3 – Graphics Compute Die and Memory Cache Die

55
Source: https://www.anandtech.com/show/17638/amd-reveals-radeon-rx-7900-xtx-and-7900-xt-first-rdna-3-parts-to-hit-shelves-in-december

https://www.tomshardware.com/news/amd-rdna-3-gpus

❑Each MCD has 16MB of cache

https://www.anandtech.com/show/17638/amd-reveals-radeon-rx-7900-xtx-and-7900-xt-first-rdna-3-parts-to-hit-shelves-in-december
https://www.tomshardware.com/news/amd-rdna-3-gpus


AMD RDNA3

56Source: https://www.tomshardware.com/news/amd-rdna-3-gpu-architecture-deep-dive-the-ryzen-moment-for-gpus

https://www.tomshardware.com/news/amd-rdna-3-gpu-architecture-deep-dive-the-ryzen-moment-for-gpus


AMD RDNA3 Chiplets

57Source: https://www.tomshardware.com/news/amd-rdna-3-gpu-architecture-deep-dive-the-ryzen-moment-for-gpus

https://www.tomshardware.com/news/amd-rdna-3-gpu-architecture-deep-dive-the-ryzen-moment-for-gpus


RDNA3 Infinity Links

58Source: https://www.tomshardware.com/news/amd-rdna-3-gpu-architecture-deep-dive-the-ryzen-moment-for-gpus

https://www.tomshardware.com/news/amd-rdna-3-gpu-architecture-deep-dive-the-ryzen-moment-for-gpus


RDNA3 Infinity Links

59Source: https://www.tomshardware.com/news/amd-rdna-3-gpu-architecture-deep-dive-the-ryzen-moment-for-gpus

https://www.tomshardware.com/news/amd-rdna-3-gpu-architecture-deep-dive-the-ryzen-moment-for-gpus


AMD Instinct MI300

60Source: CES 2023 AMD Keynote



AMD Instinct MI300

61Source: CES 2023 AMD Keynote



AMD Instinct MI300

62Source: https://www.anandtech.com/show/18721/ces-2023-amd-instinct-mi300-data-center-apu-silicon-in-hand-146b-transistors-shipping-h223

MI300 – a disaggregated design

❑ Multiple TSMC 5nm chiplets

❑ 3D Stacking to place them over a base die

❑ On-package High Bandwidth Memory (HBM)

https://www.anandtech.com/show/18721/ces-2023-amd-instinct-mi300-data-center-apu-silicon-in-hand-146b-transistors-shipping-h223


Intel Ponte Vecchio

63
Source: https://www.techpowerup.com/gpu-specs/intel-ponte-vecchio.g1046#:~:text=Intel's%20Ponte%20Vecchio%20GPU%20uses,12%20(Feature%20Level%2012_1).  

Raja Koduri / Twitter

Intel Ponte Vecchio

❑ Intel 10nm process

❑ Die Size of 1280mm2

https://www.techpowerup.com/gpu-specs/intel-ponte-vecchio.g1046:~:text=Intel's%20Ponte%20Vecchio%20GPU%20uses,12%20(Feature%20Level%2012_1)


Intel Ponte Vecchio

64
Source: https://www.techpowerup.com/292250/intel-details-ponte-vecchio-accelerator-63-tiles-600-watt-tdp-and-lots-of-bandwidth

IEEE ISSCC 2022

https://www.techpowerup.com/292250/intel-details-ponte-vecchio-accelerator-63-tiles-600-watt-tdp-and-lots-of-bandwidth


Intel Ponte Vecchio

65
Source: https://www.techpowerup.com/292250/intel-details-ponte-vecchio-accelerator-63-tiles-600-watt-tdp-and-lots-of-bandwidth

IEEE ISSCC 2022

❑47 Tiles + 16 thermal tiles
❑ 16 compute tiles, TSMC N5, 2.6TB/s speeds to the

chip fabric

❑ 8 tiles for RAMBO cache, Intel 7, 15MB per tile, 1.3
TB/s connection

❑ 2 Foveros base tiles, Intel 7

❑ 2 Xe-Link tiles, TSMC N7

❑ 8 HBM2e tile

❑ 11 Intel's embedded multi-die interconnect bridge
(EMIB) tiles

❑The package has 4844mm2 with 4468 pins
❑ 2330mm2 of silicon for the 47 tiles

❑Fully Integrated Voltage Regulators (FIVR)

❑Compute Express Link (CXL) interface

https://www.techpowerup.com/292250/intel-details-ponte-vecchio-accelerator-63-tiles-600-watt-tdp-and-lots-of-bandwidth


Intel Ponte Vecchio Foveros and EMIB

66SourceIEEE ISSCC 2022 Ponte Vecchio: A Multi-Tile 3D Stacked Processor for Exascale Computing



Intel Ponte Vecchio Die-to-die IO

67SourceIEEE ISSCC 2022 Ponte Vecchio: A Multi-Tile 3D Stacked Processor for Exascale Computing



Intel GPU Max 1550 (2023)

68
Source: https://www.techpowerup.com/gpu-specs/intel-ponte-vecchio.g1046#:~:text=Intel's%20Ponte%20Vecchio%20GPU%20uses,12%20(Feature%20Level%2012_1). 

https://ark.intel.com/content/www/us/en/ark/products/232873/intel-data-center-gpu-max-1550.html

Intel GPU Max 1550

❑ 600W TDP

❑ 128GB of HBM2e, 1024 bit interface

❑ Memory bandwidth: 3.27 TB/s

https://www.techpowerup.com/gpu-specs/intel-ponte-vecchio.g1046:~:text=Intel's%20Ponte%20Vecchio%20GPU%20uses,12%20(Feature%20Level%2012_1)
https://ark.intel.com/content/www/us/en/ark/products/232873/intel-data-center-gpu-max-1550.html


Conclusions

❑ Industry has shifted towards chiplets

❑UCIe creates a solid foundation for chiplet-based designs

❑Future chips may be monolithic 3D ICs

❑Chiplets solve several issues of current chips, beyond Moore’s Law
❑Reticle limit

❑Better yields due to smaller silicon area of a single silicon die

❑Multi-vendor integration

❑Universities need to introduce chiplet-based design in the curricula

69Source: 1: Anachronix Chiplet Linked Webinar 2023



Thank you!
Questions?
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